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How recommender systems work and shape our world

Recommender Systems
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Important notions to keep in mind

• Scalability / Performance. Must deliver real-time decisions in milliseconds 
while processing billions of dynamic data points. Trying to find a needle in a 
shifting haystack. 

• Data. Depend on vast amounts of information (user interactions, contextual 
data, etc.) 

• Goals. The system needs a clear definition of “what makes an item interesting 
for a user”. Loss functions 

• Impacts. Algorithms at scale can significantly shape society.



Roadmap

1.  Where and Why 

2. How do they work.  

3. Impact.



Literally everywhere.

Where?



Why?

A solution to the modification of our 
social topology and the information 
overload problem. 

Recommender systems were a new 
way to discover, process and extract 
information, at the individual level

Twitter world of Edouard Laurent. Source twitter-
graph repo on GitHub



from to



Long-tail discovery.

The Head-Only Era 

 • Before the Digital Age (Pre-2000s) 

The Shift to Long-Tail Discovery 

 • Netflix and Streaming Platforms (Post-2000s)



Marshall McLuhan (Canadian philosopher, “father of media studies”)

“First we build the tools, 
then they build us”



Algorithmic choices + large scale  

= Social consequences.



80%  
of the series watched on 

Netflix are directly driven by 
its recommendation system



A dataset created through a Stanford survey across the U.S

How Couples Meet and Stay Together (HCMST)

Source. Disintermediating your friends: How online dating in the United States 
displaces other ways of meeting. Michael J. Rosenfeld, Reuben J. Thomas, and 
Sonia HausenAuthors



How French people find information

Source. Toxic data, David Chavalarias

71%  
of 15-34 year olds use social 

networks as their primary 
source of information
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Two strategies
Content-based filtering Collaborative filtering

• Understands “what’s inside the box” (features) 

• Domain specific

vs

• Uses interactions users / items 

• Domain free



Tons of different ways to do these two methods.

• K nearest neighbours 

• Pairwise logistic regression 

• TF-IDF 

• Matrix factorization 

• Graph neural network

• Deep learning and embeddings 

• Pointwise mutual information 

• Pearson Correlation Coefficient 

• Neural Collaborative Filtering 

• Bayesian Personalized Ranking

etc…



First technique 
Matrix Factorization 



The Netflix Prize

Start date. 2006 

Goal. Predict user rating for films. Improve by 
10% the Netflix algorithm (Cinematch). 

Data. 100,480,507 ratings from 480,189 users 
and  17,770 movies 

Progress Prizes. $50,000 

Grand Prize. $1,000,000

Example of training data
User Name Movie Rating

BradPittFan The Shawshank Redemption ⭐⭐⭐⭐⭐

MerylStreep101 The Godfather ⭐⭐⭐

TomHanksLover Forrest Gump ⭐⭐⭐⭐

BradPittFan Titanic ⭐⭐

ScorseseBuff Pulp Fiction ⭐⭐⭐⭐⭐

MerylStreep101 Titanic ⭐⭐⭐⭐



The formal goal

Root Mean Square Error (RMSE)

Baseline. RMSE from 0.9525 (the Cinematch Netflix algorithm) 

To win the Grand Prize. 10% improvement —> RMSE of 0.8572 to win the grand prize

RMSE =
1
N

N

∑
i=1

(Pi − Ai)2

•   The total number of ratings in the test dataset. 

•   The predicted rating for the i-th movie-user pair. 

•   The actual rating for the i-th movie-user pair.

N

Pi

Ai



2009, BellKor’s Pragmatic Chaos wins -                          research engineers team





1. ("BradPittFan", "The Shawshank Redemption", “⭐⭐⭐⭐⭐”) 
2. ("MerylStreep101", "The Godfather", "⭐⭐⭐") 
3. ("TomHanksLover", "Forrest Gump", "⭐⭐⭐⭐") 
4. ("BradPittFan", "Titanic", "⭐⭐") 
5. ("ScorseseBuff", "Pulp Fiction", “⭐⭐⭐⭐⭐") 
6. ("MerylStreep101", "Titanic", “⭐⭐⭐⭐") 
7. …
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GOAL. Predict missing ratings (matrix completion problem)

User-Item Interaction Matrix
The Shawshank  

Redemption
The  

Godfather
Forrest  
Gump

Titanic Pulp  
Fiction …

BradPittFan 5 ? ? 2 ? …

MerylStreep101 ? 3 ? 4 ? …

TomHanksLover ? ? 4 ? ? …

ScorseseBuff ? ? ? ? 5 …

… … … … … … …



Blackboard



Simple to implement.

Mangaki, an anime and manga recommendation system.



Second technique. 
Using Deep Learning and Embeddings
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Using deep learning and embeddings.

Architecture of a SOTA recommender system.

Source. The Scientist Magazine

Key idea. Everything can be a vector!

[-0.3; 0.3; 0.7; …; -0.6] 
“Someone playing 
the trumpet”

[0.09; 0.9; 0.3; …; 0.12] 

Different semantic, different vectors!



Using deep learning and embeddings.

Architecture of a SOTA recommender system.

Source. The Scientist Magazine

Key idea. Everything can be a vector!

[0.08; 0.85; 0.32; …; 0.1] 

[0.09; 0.9; 0.3; …; 0.12] 

Similar semantic, similar vectors!
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How to ensure diversity?



What about diversity?

1. Star Wars: A New Hope (1977) 

2. Star Wars: The Empire Strikes Back (1980) 

3. Star Wars: Return of the Jedi (1983) 

4. Star Wars: The Phantom Menace (1999) 

5. Star Wars: Attack of the Clones (2002)

Suppose the recommendations (highest scores given by the system) are

All relevant but…. BORING!



What about diversity?

1. Star Wars: A New Hope (1977) (Highly relevant) 

2. Dune (2021) (Epic science fiction, different franchise) 

3.  Star Wars: The Empire Strikes Back (1980) (Relevant sequel) 

4.  The Matrix (1999) (Diverse, groundbreaking sci-fi) 

5.  Interstellar (2014) (Modern sci-fi with emotional depth)

How to switch to

?
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MMR - maximal marginal relevance.
S = list of movies already recommended

1. Star Wars: A New Hope 

2. Dune 

3.  Star Wars: The Empire Strikes Back 

4. ???

Movie Score

Star Wars: Return of the Jedi 14

Star Wars: The Phantom Menace 13

Star Wars: Attack of the Clones 12

The Matrix 10

Interstellar 8

Naive idea 

Next_Movie = argmax score(Movie)



MMR - maximal marginal relevance.
S = list of movies already recommended

1. Star Wars: A New Hope 

2. Dune 

3.  Star Wars: The Empire Strikes Back 

4. ???

Movie Score

Star Wars: Return of the Jedi 14 - 8 = 6

Star Wars: The Phantom Menace 13 - 8 = 5

Star Wars: Attack of the Clones 12 - 8 = 4

The Matrix 10 - 3 = 7

Interstellar 8 - 2 = 6

MMR 

Next_Movie = argmax score(Movie) - similarity(Movie, S)



Impacts



Mat Honan’s experiment (2014)

• Andy Warhol “I think everybody should 
like everybody.” 

• “I like everything. Or at least I did, for 48 
hours. Literally everything Facebook 
sent my way, I liked—even if I hated it.”







The Truman Show



Do you live in a parallel world?
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Let’s try to understand  
Mat Honan’s experiment.

• Reinforcement. Based on an initial like, the system proposes more content aligned with that preference.

• Algorithmic contagion. The algorithm influences the social environment by amplifying specific content 
(collaborative filtering as well)

Convergence to an Echo chamber or Bubble filter. The information space is reduced, unique point of view 
biased toward initial interactions.

Coupled with psychological biases

• Confirmation bias. Humans tend to confirm their existing beliefs.

• Negativity bias. Stronger than confirmation bias (asymmetry in the way humans process data).

• —> Welcome to the Truman show! Parallel “fake” world.

What if intentional 
amplifications added 

into the system?  
And how?



Conclusion

• Recommender systems are a new way to navigate information that create opportunities for 
niche content and small creators, such as independent artists and writers 

• Easier to develop than ever 

• The scale at which they are deployed can have an impact. 

• Understanding how they work - and how we function - helps us avoid falling into some traps. 

• Lots of interesting research to develop better recommendation algorithms. 

• We should ask for open-source recommender systems (transparency, fairness, etc.).


