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Similarities with machine learning

Program Synthesis Machine learning

Small number of examples Large amount of data

Combinatorial/Symbolic search Optimisation

Satisfies all specifications (reliable) Minimizes a loss function (noisy)

Program (interpretable) Model (hard to understand)

Training data ModelLearning algorithm
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DeepCoder
Microsoft (Balog et al., 2017) — it manipulates list of integers
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Google (Shi et al. 2019) — it manipulates tensors in Tensorflow

TF-Coder



ARC Dataset
« The Abstraction and Reasoning Corpus », in « On the measure of intelligence » François Chollet, 2019
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reliable efficient
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Candidate program
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Candidate program
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Machine Learning Predictions

Influence

First practical instance: DeepCoder, 2017



Natural idea: patterns found in examples reveal which primitives are used  in a 
solution program
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[1, 5, 4, 2] [2, 4]

[6, 3, 0, 8] [0, 6, 8]

Likely primitives such that:

• SORT

• FILTER[EVEN] 

• MULTIPLY[2]

• …



Program representation
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DSL: domain specific language 
• Designed for a specific class of tasks

• List of primitives + associated types + semantics

SyGUS in its own words



DSL —> Context-free Grammar
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compilation



From CFG to PCFG
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From CFG to PCFG

11

CFG

PCFG

A PCFG induces a distribution D over trees = programs

Probability = 
1
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Predictions: learning the PCFG
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A prediction 
model

Probabilistic weights for the CFG

Examples 
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A prediction 
model

Probabilistic weights for the CFG

Examples 

[1, 5, 4, 2] [2, 4]

[6, 3, 0, 8] [0, 6, 8]

  is high

 is low

Pr(SORT |FILTER)
Pr(SORT |REV )

The prediction model induces a prior distribution D = Pr(program |examples)



Summary so far
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We are here!



How to use predictions for the 
search?

14

Toy example on the board
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Heap Search. 
Bottom-up enumeration strategy preserving the order on programs

• Idea: collections of heaps for storing partial programs

• Guarantee: i-th program in time  O(log i)

Grammar Splitting. 
Divide the search on a parallel architecture

• Idea: partition derivations in a fair way
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SQRT Sampling. 
Optimal sampling strategy with no memory 

Interesting for simplicity and parallel search

• Idea: sample programs according to D′ ∝ D

Heap Search. 
Bottom-up enumeration strategy preserving the order on programs

• Idea: collections of heaps for storing partial programs

• Guarantee: i-th program in time  O(log i)

Grammar Splitting. 
Divide the search on a parallel architecture

• Idea: partition derivations in a fair way

How to sample? —> Construct a new PCFG for D
Is it optimal?
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Thanks!

• Generic pipeline to do symbolic search on grammars enhanced with Machine 
Learning Predictions


• Check out DeepSynth (open-source tool) — https://deepsynth.labri.fr/ 

• Is heap search optimal (from an enumeration complexity POV)? 

• Better sampling if using memory?


• Use feedback to refine the search?
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https://deepsynth.labri.fr/
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